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Abstract— In today’s computational world,cost of computation is the most significant factor for any database management 

system.Searching a query from a database incurs various computational costs like processor time and communication time.Then, 

there are costs because of operations like projection, selection, join etc.DBMS strives to process the query in the most efficient way 

(in terms of ‘Time’) to produce the answer.In this paper we proposed a novel method for query optimization using heuristic based 

approach. In the proposed algorithm,a query is searched using the storage file which shows an improvement with respect to the 

earlier query optimization techniques. Also, the improvement increases once the query goes more complicated and for nesting 

query. 

Index Terms—Heuristic,query,optimization,usage factor,storage file,magic tree,cost,weighted. 
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1 INTRODUCTION 

ATABASE Management Systems(DBMS) have 
become a standard tool for shielding the computer 
user from details of secondary storage 

management.They are designed to improve the 
productivity of application programmers and to facilitate 
data access by computer-naïve end users. There have been 
two major areas of research in database systems.One is the 
analysis of data models into which the real world can be 
mapped and on which interfaces for different user types 
can be built. Such conceptual models include the 
hierarchical network, the relational and a number of 
semantics-oriented models that have been  
reviewed in a large number of surveys[14]. A second area 
of interest is the safe and efficient implementation of the 
DBMS. Computerized data has become the central resource 
of most organizations.Each implementation meant for 
production use must take into account by guaranteeing the 
safety of the data in the cases of concurrent 
access[9],recovery[11] and reorganization[12].  
Imagine yourself standing in front of an exquisite buffet 
filled with numerous delicacies. Your goal is to try them all 
out, but you need to decide in what order. What exchange 
of tastes will maximize the overall pleasure of your palate? 
Although much lesspleasurable and subjective, that is the 
types of problem that query optimizers are called to solve. 
Given a query, thereare many plans that a Database 
Management System(DBMS) can follow to process it and  
 
 
 

 
 
 
produce its answer. All plans are equivalent in terms of 
their final output but vary in their cost, i.e., the amount of 
time that they need to run. What is the plan that needs the 
least amount of time? Such query optimization is absolutely 
necessary in a DBMS. The cost difference between two 
alternatives can be enormous. The path that a query 
traverses through a DBMS until its answer is generated is 
shown in Figure 1. The system modules through which it 
moves have the following functionality:  
 
The Query Parser checks the validity of the query and then 
translates it into an internal form, usually a relational 
calculus expression or something equivalent.The Query 
Optimizer examines all algebraic expressions that are 
equivalent to the given query and chooses the one that is 
estimated to be the cheapest.The Code Generator or the 
Interpreter transforms the access plan generated by the 
optimizer into calls to the query processor. The Query 
Processor actually executes the query.  
 
Research in query optimization has quickly acknowledged 
the exponential nature of the problem. While certain special 
cases can be solved in polynomial time (e.g., chain queries 
with no cross-products [1] or acyclic join queries under ASI 
cost models [2]), the general case is NP-hard (see [3], [2]). 
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Figure 1: Query flow through a DBMS 

 
Despite the inherent complexity of query optimization, 
algorithmic research has traditionally focused on 
exhaustive enumeration of alternatives (see [4] for the 
classical dynamic programming approach and [5], [6] for a 
transformation based approach). As queries become more 
complex, exhaustive algorithms simply cannot enumerate 
all alternatives in any reasonable amount of time. For 
instance, enumerating all join orders for a 15 table star 
query takes several minutes in commercial systems (but we 
have seen scenarios with queries that join more than 50 
tables together). To be able to cope with such complex 
queries, several heuristics have been proposed in the 
literature[1]. However, previous work is limited to joins 
operators (i.e., they do not consider other relational 
operators like group-by clauses), do not consider the 
presence of indexes (which, as we will see, can drastically 
change the landscape of optimal plans), and can still be 
inefficient or inadequate in certain scenarios.  
 
For the past twenty years, query optimization has been an 
intensively studied area of database system research. Most 
modern optimizers are cost-based in that they decide 
between execution plans by minimizing the estimated cost 
of evaluating the query. A fundamental technique used in 
cost estimation is cardinality estimation – optimizers take 
as input the cardinalities of tables at the leaves of a query 
tree, and then use selectivities of operators in the tree to 
estimate the cardinality of the input to operators further up 
in the tree. To convert cardinalities to costs, optimizers use 
functions that estimate the cost per tuple of each operator. 
While this approach is not perfect, it is very effective in 
most traditional DBMS applications. However, as we move 
to the Internet domain, this approach, in its current form, 
may not even apply. The reason for this is that if the leaves 
of the query tree correspond to incoming network streams, 

not only is their cardinality often not known, in some cases 
it may not even be well defined (e.g., in the case of infinite 
streams.) 
 

2  RELATED WORK 

The seminal paper on cost-based query optimization is [15]. 

Other optimization models have been proposed, especially 

in the areas of parallel query optimization, using cost 

models that arenot cardinality-based but instead deal with 

resource scheduling and allocation [7], [13]. The Britton-Lee 

optimizer could optimize for the first result tuple [17], 

while in Mariposa [16] the optimization criterion was a 

combination of execution time and resource utilization. 

Modeling streaming behavior through input rates and 

modeling network traffic as Poisson random processes 

have appeared in many contexts, including [3], although to 

our knowledge it has not been applied in the context of 

query optimization. A lot of work has been carried out in 

the areas of non-blocking symmetric join algorithms [2], 

[18], [19], which aim at producing plans that do not block 

their execution because of slow input streams.Framework 

in these indicates that with variable rate sources it is 

beneficial to employ such algorithms. In the same context, 

methodologies aiming at avoiding blocked parts of an 

execution plan at runtime [23] can benefit from framework 

of rate optimization by starting with and/or switching to 

plans for which the predicted output rate is maximized. 

Some has worked on the basic concepts of query processing 

and query optimization [20] in the relational database 

domain. How a database processes a query as well as some 

of the algorithms and rule-sets utilized to produce more 

efficient queries was also presented along with the 

implementation plan using join ordering to extend the 

capabilities of Database. Some worked on SQoUT 

Project[21], which focuses on processing structured queries 

over relations extracted from text databases 

Some related areas of work come from the adaptive query 

execution and dynamic re-optimization frameworks of [2] 

and [10]. In these frameworks, the main concern is to 

dynamically monitor an execution plan and identify points 

of sub-optimal performance. Once such points are 

identified, the system can choose to reorganize the plan in a 

way that is expected to yield better performance. In [10], 

such points are detected by incrementally measuring the 

cardinalities of partial outputs and comparing them to the 

optimizer‘s estimates. If the measured and estimated 
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cardinalities differ by a substantial amount, the optimizer is 

called to generate a better execution plan under the new 

information. In [2], the objective is to dynamically adapt 

and improve performance by rerouting inputs to particular 

operators thus improving overall performance. They 

initially choose an execution plan through a heuristic pre-

optimizer and then continuously monitor the executing 

plan‘s performance. They also use runtime deviations from 

selectivity estimates as a criterion to identify sub-optimal 

performance. Work has also been done in the context of 

continuous queries over data streams in two directions: the 

first one aims at characterizing the behavior of these 

queries with respect to their memory requirements [1], [4]. 

Additionally, [6] deals with identifying and maintaining 

stream statistics for sliding window queries.Finally, some 

work also fits   into the re-optimization frameworks of [12], 

[15], which focus on identifying performance bottlenecks of 

an already executing plan and ways to overcome them. 

Moreover, in a re-optimization framework like the one of 

[12], the performance crossing points,framework identified 

aids in scheduling when re-optimization should take place. 

 

3   PROPOSED IDEA 

As we know, the order of execution of the steps changes the 

cost of the execution. In query optimizer, a binary tree is 

obtained. In the proposed idea, all the dependent variables 

are set to one side of the branch of the tree. Each variable is 

assigned some weight in our proposed algorithm and for 

simulation purpose,we calculated the cost on the basis of 

the total weight. Weight is assigned according to how much 

time that variable or operation takes. Higher the 

computational time of the execution of the operation, 

higher will be the weight of that operation. When a search 

query is triggered, it initiates the search of the requested 

item. All the items will be at leaf. As we have discussed 

earlier, all dependent variables will be on same side of the 

branch of the tree obtained from the query from algorithm 

1.In the proposed idea we have reordered certain variables 

and eliminated certain variables. Suppose there is a nested 

query, so running cost of let us say projection is some ―a‖ 

units. So if in  nested query, we run projection for ten times, 

then the cost  will be 10*‖a‖ units ,while in our proposed 

idea we shifted the projection to a state and from there we 

need to run the projection in the query for  single time and 

the cost incurred will be only ―a‖ units. 

 

ALGORITHM 1 

Function: creating magic tree. 

a) Parsing of the query. 

b) Building the tree. 

c) Selection operation moves at the head node of the 

tree. 

d) All subsequent selections are removed. 

e) Projection operation moves next to the selection. 

f) All subsequent projections are removed. 

g) All dependent groups are formed and will branch 

to the same side of the tree. 

h) Leaf node is a relation,so once we reach 

leaf,operation is terminated. 

i) Search query is initiated. 

j) As soon as the target is found,it moves to the 

projection and appropriate functions are 

performed. 

 

Heuristics has always proved to be a useful tool.Sometimes 

the result may not show an improvement in early stage,but 

after sometime it will show an improvement as soon as its 

memory is filled with the usage information.In any 

organization or in any system of a database,generally the 

same query is executed after certain time.So every-time a 

tree must be built and then a new search query is executed. 

So, if we know in advance where the search is,then we can 

directly go there and it will save the time and hence 

decreases our cost. 

 

ALGORITHM 2 

Function: heuristics query search. 

a) Once a query is run,a storage file is created. 

b) Counter is set to company usage factor for each 

storage file. 

c) Magic tree is stored in the storage file.Maximum 

number of storage files to be created is equal to 

company usage factor(c.u.f). 

d) When the next query is run,it first checks the 

equivalence of the tree with any tree in any storage 

file. 
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e) If the trees are equal,then it will go to the path of 

search to the branch directly as stored in the 

storage file. 

1) If the search is successful than the              

appropriate actions are performed. 

2) If the search fails,it will search in the magic 

tree. 

f) If the trees are not equivalent,then it will   form its 

own magic tree as described in algorithm 1 and the 

counter is increased. 

g) Refresh the storage file if counter>c.u.f. 

 

 

4 RESULT ANALYSIS 

Simulation:We executed  our code on Linux machine in 

GCC compiler.Code is written in c and uses the concept of 

file handling.Tree data structure is used with dynamic 

memory allocation using linked list. 

 

Figure 2: Query tree 

Analysis: The result of the proposed idea is better as 

compared with the original query search. If we had the 

following query- 

SELECT p.pname, d.dname 

FROM  Patients p, Doctors d 

WHERE p.doctor = d.dname 

AND d.gender = ‗M‘. 

The initial tree of the following query is shown in figure 

2.When this tree is converted into magic tree as shown in 

figure 3,it will incur some cost,but the cost of search in the 

magic tree will be less.Also the computational cost in the 

magic tree decreases because of the decrease in the number 

of operations. 

 

Figure 3: Query Tree 

The estimated cost of the simple tree is 100 units whereas; 

the cost of magic tree is 50 units.But at the same time,there 

will be some cost incurred while converting simple tree into 

magic tree.Now, as we move towards the heuristics 

approach,magic tree is already there in the storage 

file,which will save the time of conversion and hence 

reducethe cost. 

Figure 4 shows the Cost vs Time graph of the old simple 

query processing and with our proposed heuristic 

approach. As we can see, initially the cost is high, but later 

on as the time increases cost decreases. This can be 

explained as follows: 

 

Figure 4: Cost vs Time  

 
Initially, when in database some new query comes,then all 

steps of tree matching etc. are run which waste the time 

and hence increasesthe cost.But later,some standard query 

or duplicate query is run which matches our already built 

magic tree and saves the computational time.Figure 5 

shows as the query becomes nested,the result improves 

significantly in our proposed heuristic approach. 
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Figure 5: Performance vsComplexity 

5 CONCLUSION AND FUTURE WORK 

In this paper we described a novel approach of using a 
heuristic function to evaluate the efficiency of a query 
search in the database operations.Our simulation results 
indicate the improvement in query search as against the 
traditional query search. Therefore, we safely assume that 
heuristic based query optimization is a better approach to 
query optimization as compared to earlier query 
optimization techniques that are extensively used in the 
literature. With simulation run of our algorithm, further 
properties of join like left join,right join etc. can be 
extended.Along with these we can add some security in 
optimization step if feasible. 
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